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Precomputed Radiance Transfer (PRT) rendered at 30 fps using the proposed function basis.

Just 10 coefficients are sufficient for capturing indirect light, 50 coefficients are used for the

visibility information. Data is precomputed at 45K sample points (see scene detail on the

left) requiring 30 MB of data storage.

Abstract

In this work we present a lightweight and easy to implement approach to enhance static

scenes with diffuse surfaces and local light sources by soft shadows and indirect illumination

based on precomputed radiance transfer (PRT).

Targeting the easy integration of global illumination effects into existing virtual reality

applications, we compared recent PRT based approaches concerning their efficiency and fast

implementability. We developed orthonormal bases for the representation of both precom-

puted indirect illumination and precomputed visibility using PCA of example data yielding

a high compression ratio and fast reconstruction of precomputed data.

Unlike most comparable approaches featuring local area and point light sources we do

not rely on shadow mapping or stencil shadows in order to determine the direct lighting, al-

though we do not limit the light source to hemispherical directions of a shaded surface point.

Further, we apply a meshless basis construction to avoid typical problems when tesselating

a given scene.



1 Introduction

Global illumination is a critical factor for the quality of immersion in virtual reality scenarios.

However, its computation in real time remains a challenging topic in computer graphics. A

comprehensive overview of work which have been done up to today is presented in [RDGK12].

Precomputed radiance transfer (PRT) was introduced by [SKS02]. Global illumination

calculations are precomputed offline and retrieved during rendering taking into account the

current light source position. Since a large amount of data is precalculated, compression

methods are applied in the precomputation step. The obvious drawbacks of PRT is the

lengthy precomputation step and the restriction to static scenes. However, these approaches

provide a consistent mathematical model to integrate global illumination with low effort

into existing scanline rendering methods. For the precomputation step, an arbitrary global

illumination renderer is required supplemented by a method for compressing and storing

the illumination data. In order to render the precalculated lighting the data needs to be

decompressed and linked to the scene geometry which can be accomplished efficiently using

GPU splatting methods [GBP04, BeG+05] or by simply coloring the vertices of the mesh.

Most PRT approaches deal with static scenes and diffuse surfaces, but also extensions to

dynamic scenes have been presented in [IDYN07, NSK+07, LAM+11, LNJS12], extensions

to arbitrary BRDFs in [GKMD06, WZH07, XJF+08, AUW07].

2 Previous Work

Existing PRT approches mainly differ in the way precomputed data is compressed and

reconstructed. The precomputed data contains the discretized global transfer function, which

maps either an environmental light source or the direct illumination of the scene geometry

to the global illumination. We therefore distinguish between techniques using environment

lighting and techniques using direct-to-indirect transfer.

2.1 Environment Lighting

In these techniques environment light describes the illumination function at each vertex of

the scene, being discretized as an illumination vector by e.g. hemispherical sampling. Assum-

ing the illumination function at infinite distance from the scene, the identical illumination

vector is used at each vertex. The global transfer matrix is a linear mapping from the high

dimensional illumination vector to a global illumination vector, consisting of a component

for each vertex of the scene geometry. Most PRT approaches utilize orthonormal basis func-

tions to perform a dimension reduction of the illumination vectors and the corresponding

transfer vectors since the rendering integral can then be determined using inner products of

the projected vectors without explicitly decompressing the data.

[SKS02] utilize spherical harmonics to reduce the dimension of the transfer matrix. These

orthonormal basis functions capture low frequency global illumination effects like very soft



shadows and smooth indirect light. The environment light is projected onto the orthonormal

basis only once at the beginning of the rendering process. Due to the rotational invariance

of spherical harmonics the projected illumination vector can be rotated without leaving the

subspace it has been projected onto.

Similar techniques have been developed, aiming at supporting higher frequency illu-

mination effects like well-defined shadows and even glossy reflections [NRH03, GKPB04,

GKMD06, XJF+08, AUW07].

[NSKF07] construct an orthonormal basis by performing a PCA of the local transfer

matrix. Only direct illumination is supported but sharp shadow boundaries are yielded

using only very few coefficients. We partially adopt this approach due to the high efficiency

and simple construction of the function basis, but in contrast to [NSKF07] we do not limit

the light source to positions outside of the convex hull of the scene geometry, making this

approach suitable for combination with direct-to-indirect transfer techniques.

2.2 Direct-to-Indirect Transfer

Since PRT based on environment lighting only depends on incident light directions, the light

sources are implicitly assumed to be located outside of the convex hull of the scene geometry

— unlike the infinte distance lighting property of most environment lighting approaches

the convex hull restriction is an inherent property of the approach. Supporting dynamic

local light sources inside of a complex indoor scene requires a different approach, known as

direct-to-indirect transfer [HPB06]. The direct illumination is captured at locations of the

scene geometry resulting in a high dimensional illumination vector, which is then mapped to

indirect lighting using transfer matrices. The direct and indirect illumination is subsequently

combined to the resulting global illumination. Since these approaches require a technique

to determine the direct illumination, they often are combined with shadow mapping [Wil78]

resulting in unnaturally sharp shadows.

[KTHS06] parameterize the rectangular faces of the scene geometry using an orthonor-

mal wavelet basis to capture the incident direct illumination, which is mapped to indirect

illumination by the global transfer matrix. Since these basis functions are only suitable for

flat rectangular faces, the supported scenes are quite limited.

[WZH07] introduce an orthonormal basis defined over an arbitrary mesh for the com-

pression of the transfer matrices consisting of the eigenvectors of the mesh Laplacian. Thus,

arbitrary scenes are supported, but a high and regular mesh tesselation is required, since

precomputations are made at the vertex locations.

[LZT+08] introduce a meshless hierarchical basis for representing light transport in arbi-

trary scenes without requiring a tesselated geometry. The different levels of hierarchy provide

a different approximation accuracy of the transfer function. However, the reconstruction of

compressed illumination data is not as straightforward as by using orthonormal basis func-

tions and it is difficult to be implemented on a GPU since a hierarchical data structure needs

to be traversed.



[LAM+11] present a PRT technique for dynamic scenes based on radiance transfer of

simple basic shapes. Since they aim at using only very few memory ressources and very

little time for retrieving indirect illumination, they coarsely approximate light transfer, e.g.

by ignoring interreflections of smaller objects. So-called lighting prior bases are constructed

in order to model direct-to-indirect transport operators of these basic shapes.

We propose a function basis for direct-to-indirect tranfer similar to the lighting prior

basis due to its simple construction scheme utilizing a PCA algorithm only, paired with very

high compression capatibilities and a fast reconstruction scheme. We further adopt the idea

of using a meshless basis in order to profit from the independence of the global illumination

quality from the mesh resolution, but combined with an orthonormal basis enabling better

GPU support. We also provide a model for capturing shadows as well, without being limited

to either infinite small light sources or to positions outside of the convex hull of the scene.

3 Foundations

3.1 Precomputed Radiance Transfer

In computer graphics global illumination is modeled by the well-known rendering equa-

tion [Kaj86]

Lo(x, ~ω) = Le(x, ~ω) +

∫
Ω

fr(~ω, x, ~ω
′)Li(x, ~ω

′) cos θ dω′ . (1)

Discretization and considering only outgoing radiances yields

~Lo = ~Le + T ~Lo (2)

with the vector of outgoing radiances ~Lo at each of the n sample points, the direct illu-

mination ~Le of each of the points due to a light source, and the local transfer matrix T

with

Ti,j = frd(xi, ~ωj) cosθ∆ωj . (3)

By applying Neumann series expansion, ~Lo can be expressed in a closed form introducing

the global transfer matrix S

~Lo = ~Le + T ~Le + T2 ~Le + ...

~Lo = (I + T + T2 + ...) ~Le

~Lo = S ~Le .

(4)

Precomputed radiance transfer techniques aim at precomputing and compressing the global

transfer matrix S.

3.2 Orthonormal Bases

Let B = {B1(x), B2(x), B3(x), ...} an orthonormal basis of RR, implying∫
Bj(x)Bk(x) dx =

1, if j = k

0, if j 6= k
(5)



the inner product of two functions modeled by this basis can be written as∫
f(x)g(x)dx

≈
∫ ( n∑

i=0

fiBi(x)

)(
n∑

i=0

giBi(x)

)
dx

=
n∑

i=0

n∑
j=0

figj

∫
Bi(x)Bj(x)dx

=
n∑

i=0

figi.

(6)

Thus, projecting S and ~Le into an orthonormal basis enables Equ. 4 to be computed using

a dot product of n-dimensional coefficient vectors.

3.3 Principal Component Analysis

We utilize principal component analysis to reduce the dimensionality of the precomputed

visibility information and the transfer matrices. Given a n × d matrix A, consisting of n

d-dimensional row vectors ~ai, and letting ~µ ∈ Rd be the arithmetic mean of all columns of

A, the PCA is computed by subtracting ~µT from each row of A and performing a singular

value decomposition of the resulting matrix

Ac = A−M = UΣVT (7)

where M is the mean vector ~µT repeated n times. The first d′ rows of V form an orthonormal

basis B ∈ Rd′×d that can be used to project d-dimensional vectors onto a d′ dimensional

subspace, yielding a good approximation for vectors that correlate to the row vectors of Ac

since the d′-dimensional hyperplane spanned by the row vectors of B forms a least squares

fitting into these d-dimensional vectors.

Let X be a m × d matrix, consisting of m row vectors, X can be projected onto the

subspace

X̂ = (X−M)×BT . (8)

The reconstruction yields an approximation of X

X ≈ X̂×B + M . (9)

4 Precomputation

The precomputation process consists of three phases as follows.

1. Generation of sample locations on the scene geometry and clustering.

2. Construction of the visibility function basis and the projection of the visibility infor-

mation onto it.



3. Construction of the basis used for capturing direct illumination and construction of

the compressed transfer matrices using this basis.

Figure 1: Sample points of the example scene. Clusters are colored randomly, white dots

expose the cluster root points.

4.1 Sample Point Generation

Sample points are uniformly distributed over the faces of the scene geometry. The selected

sample density corresponds to the possible accuracy of global illumination effects, since

every sample represents an illumination value during rendering. Thus, in scenes with mainly

low frequency lighting effects a lower sample density can be chosen than in scenes, where,

e.g., sharp shadow boundaries are expected. Decoupling the samples from the vertices of the

scene primitives ensures that the tradeoff between rendering speed and accuracy is a scalable

property of the algorithm. We adopt this idea from [LZT+08] where point samples are used

to construct a hierarchical representation of light transport. Particles are sent out from a

point inside of the scene and are traced through the scene for several random reflections. In

order to enable the creation of an uniform distribution, after the fifth reflection the following

collision points of the particles with the scene are stored — first as candidates — into a

kd-tree. When a sufficient number of candidates is reached, the candidates are thinned

by eliminating all candidates in a certain radius of a selected sample point (see Fig. 1).

This radius depends on the desired sample point density and is also affected by the surface

curvature allowing more samples to be placed on curvy objects. The process continues until

there are no candidates left, but only sample points. Then the points are grouped into

clusters. Root points forming the middle of a cluster are identified in the same way using a

larger radius. Each sample point is then associated with the nearest root point. Thus, the

radius influences the number of sample points per cluster. In our example implementation,

we used about 1000 sample points in each cluster.



4.2 Precomputation of Visibility

[NSKF07] present a method for precomputing shadowing information for light sources placed

outside of the convex hull of a scene. We adopt the use of a PCA basis being optimally

suited for compression, but since we aim at placing a light source at arbitrary positions

inside of the scene, this approach is not exactly suitable to our problem. Thus we construct

a hemispherical depth buffer (see Fig. 2) for each sample point by carrying out a ray casting

calculation for a couple of directions of the hemisphere. The generated depth values embody

the visibility of that sample point through the fact that a light source in a certain direction is

not visible if its distance from the sample point is bigger than the related depth buffer entry.

Let the cluster c contain nc sample points and let each depth buffer contain d distance

Figure 2: The computation of one value in the hemispherical depth buffer depends on the

four nearest sample rays.

values corresponding to d hemispherical directions resulting in an nc × d matrix Sc. We

construct a d1-dimensional orthonormal basis Bc by applying a PCA to Sc. In the example

implementation we yielded good results with d ≈ 2000 and d1 = 50. The depth buffers

are then projected onto the d1-dimensional subspace using Equ. 8 resulting in a compressed

matrix Ŝc that is stored in a file. During rendering, the depth values are reconstructed using

Equ. 9 for the four directions closest to the direction aiming at the light source. For more

complex light sources accordingly more depth values have to be reconstructed.

We emphasize the fact that all data being compressed is previously used for the con-

struction of the basis. This is a vital difference compared to the kind of construction of the

transfer matrices basis (see next section).

4.3 Precomputation of the Transfer Matrices

The computation of the direct-to-indirect transfer matrices requires a clustering of the sample

points to reduce the runtime and numerical instabilities of the SVD algorithm. Each pair of

clusters share a transfer matrix encoding the radiance transfer between them, consisting of

d2 rows and nc columns, where d2 is the number of basis vectors used to compress the matrix



and nc is the number of samples of the receiver cluster. A compression of the row vectors of

the transfer matrix would not be reasonable since a radiance value for every sample point

of the receiver cluster is needed. Note that an uncompressed patch-to-patch transfer matrix

would contain as many rows as there are sample points in the sender cluster — about 1000

in our case. However, d2 is required to be 10 only in our example implementation.

4.3.1 Basis Construction

During rendering, direct illumination will be determined using realtime local lighting cal-

culations and the precomputed visibility information. Subsequently, the direct lighting is

projected onto our basis and mapped to indirect lighting using the transfer matrices. There-

fore, the basis needs good approximation properties for capturing direct illumination. Unlike

the basis used for compressing the visibility information, this basis cannot be constructed

using the same data being compressed due to the fact that not all possible direct lighting

situations are known, too. Also, constructing the transfer matrices before compressing them

would entail an enormous precomputation effort. Thus, we construct a basis based on ex-

ample data, enabling computing the transfer matrices in already compressed form. For this

purpose, we place a point light source successively at uniformly distributed locations in the

scene and capture the direct illumination of each cluster c through a direct illumination

vector ~lc with nc components. This yields l direct illumination vectors ~lc forming a matrix

Lc for each cluster, with l being the number of example light sources used (l ≈ 1000 in our

example implementation). Applying PCA on Lc yields an orthonormal basis Dc well suited

for compression of incident direct light on cluster c.

4.3.2 Construction of the Transfer Matrices

We utilize photon mapping for building the transfer matrices. Each of the d2 basis vectors

of a cluster s is used to enlighten the whole scene, leading to global illumination values

for each cluster r. These global illumination values are the components of the compressed

transfer matrices Ŝs,r describing the global illumination of a receiver patch r due to a sender

patch s. This way the linear system shown in Equ. 4 is solved, taking into account that the

illumination vector is already projected onto our basis, like

~Lr = Ss,r
~Ls

~Lr = Ŝs,r

(
(~LT

s − ~µT
c )×DT

c

)
~Lr = Ŝs,r L̂s

(10)

where ~Lr is the indirect illumination of the receiver cluster, ~Ls is the direct illumination of the

sender cluster and ~µc is the mean vector of the columns of Lc. We emphasize that Ss,r is not

actually determined, but only the compressed matrix Ŝs,r whereas the projection of ~Ls has to

be accomplished during rendering for each frame. However, this does not influence rendering

performance significantly due to the small number of basis functions required. Like pointed



Figure 3: Construction of transfer matrices. A sending cluster illuminates all other clusters

by emitting light according to its basis functions. Red areas illustrate positive values, blue

areas illustrate negative values. For higher frequency basis functions dark areas are getting

larger, leading to a sparse matrix representation.

Figure 4: Rendering process. Visibility information is reconstructed at each sample point

and combined with local per pixel lighting, resulting in direct illumniation (left picture).

Direct illumination is mapped to indirect illumination (second picture from left). Direct

and indirect illumination are combined (third picture from left). Splats are enlarged and

rendered using elliptical gaussian splats (right picture).

out with Equ. 6 the product of the compressed vectors Ŝs,r L̂s yields an uncompressed vector
~Lr.

4.4 Sparse Matrix Representation

In diffuse lighting conditions the coefficients of basis function decrease rapidly with higher

frequencies and thus can soon be neglected. This leads to approximations with very few

coefficients and to a sparse transfer matrix. Fig. 3 exposes this fact. For higher frequency

basis functions not only the resulting illumination is getting very dark but there are large

very dark areas as well as some bright areas. This effect also applies to the projected visibility

information. In our example scene we found that only less than 20 percent of the projected

data is required to keep a comparable visual quality.

Furthermore, applying quantization to the 32 bit floats by mapping them to 16 bit integers

additionally reduces the data by 50 percent.

5 Rendering

The rendering process consists of three phases as follows (see Fig. 4).

1. Reconstruction of the visibility information and determination of the direct illumina-



tion.

2. Projection of the direct illumination onto the basis and mapping of the projected direct

illumination vector to the indirect illumination.

3. Combination of direct and indirect illumination and shading the mesh accordingly

using point rendering techniques.

First, the visibility information is reconstructed for the directions from each sample point to

the light source. If a single point light source is used, the visibility information is reconstucted

for the four nearest directions. A higher number of light sources and even complex light

sources can simply be handled evaluating visibility information for further directions. The

distance from a sample point to an occluder is reconstructed by evaluating Equ. 9 for the

row vector of Ŝc corresponding to the considered direction. Precomputed directions are

evenly distributed over the hemisphere such that a lookup function is needed to map a

direction to the corresponding row vectors of Ŝc. This mapping as well as the reconstruction

is implemented on the GPU. The precomputed distances to occluding surfaces are then

compared to the current distance to the light source, resulting in whether or not the sample

point lies inside of a shadow region. The local illumination is computed per pixel using a

fragment shader and combined with the shadow information. For the visibility determined

for k directions, k dot products of d1-component vectors are evaluated per sample point.

Given the direct illumination vector ~Ls of each sender cluster s, the indirect illumination

of a sample point is evaluated using p dot products of d2-component vectors (Equ. 10) where

p is the total number of clusters.

The illumination is splatted onto the surface using gaussian elliptical splats, resembling

common point techniques.

6 Results

In Fig. 5, a rendering result computed at 30 fps with 1024x768 screen resolution is shown.

Precomputation was done using 45K sample points divided into 48 clusters. The precom-

putation process took about 4 hours using a simple photon mapper, what could be greatly

reduced using an instant radiosity-based approach [Kel97], since only global illumination

from diffuse surfaces is computed. The visibility information was precomputed using 2016

directions per sample point being compressed to 50 coefficients. Sparse matrix representation

and quantizing reduces the data to 4.47 MB of storage containing the compressed visibility

information and the basis functions. 10 coefficients for each patch-to-patch transfer matrix

(482 matrices) were used for capturing the indirect illumination. It requires 21 MB of storage

for transfer matrices and basis functions. Using the approach of [WZH07] for supporting

dynamically changing BRDFs would further reduce the size of the transfer matrices to 30

percent since color information is not required. Local illumination is calculated using a

simple per pixel fragment shader.



Figure 5: Renderings with different light source positions at 25 fps and 1024x768 resolution.

The area light source is sampled at 25 locations. Precomputation of indirect light and

visibility information is based on 45K sample points.

6.1 Conclusion

We present a PRT approach easily integrateable into existing virtual reality applications

targeting an increase of immersion due to global illumination effects. A precomputation-

based technique for the visibility-problem for local area light sources and a direct-to-indirect

transfer scheme have been developed, both supporting easy basis construction needing a PCA

algorithm only. The orthogonality of the function bases allow convenient GPU support due

to simple inner product reconstruction of precomputed data and we avoid the need of mesh

tesselation of most PRT techniques due to a meshless basis. Clustering of the data makes

our approach potentionally suitable to complex and large scenes.

6.2 Future work

The prototype developed in this work perfectly serves as a proof of concept for our proposed

approach. Evaluations regarding cluster size and number of basis functions have to be

accomplished to figure out the tradeoff between quality and rendering speed. A promising

approach for supporting large scale scenes with huge amounts of sample points would be

a multiresolution technique like proposed in [DVS03] which leads to different sized splats

depending on the distance from the viewer. The general concept introduced by our approach

could also be extended to glossy BRDFs and dynamically changing BRDFs following the

approach of [WZH07].
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